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Saswata Basu, Stephen A. Maas, Fellow, IEEE, and Tatsuo Itoh, Fellow, IEEE

Abstract—Microwave circuits such as frequency doublers are
notorious for instabilities under parametric variation., The in-
stabilities manifested in the doubler are due to the minority
carrier lifetime of the prn junction diode. They are calculated
using a simpler stability formulation. A global stability chart is
computed using a novel technique called the piecewise stability
analysis (PSA) method and found to be in close agreement with
the experimental values. These instabilities are characterized by
secondary Hopf bifurcations and their eventual breakdown to
chaos has been observed. The onset of Hopf bifurcation has been
verified both experimentally and numerically.

1. INTRODUCTION

HE LARGE SIGNAL DESIGN of frequency doublers is

made difficult by the appearance of chaotic instabilitics
at higher power or bias levels [1]. This type of instability is
also existent in step-recovery diodes [2]. No work has been
done previously on predicting such instabilities accurately. In
this paper, we predict the onset of these spurious oscillations.
It is found that these oscillations disintegrate to chaos with
parametric variation of the bias and/or input power levels.
The oscillations in the varactor doubler is caused by the
dynamically negative resistance manifested in the pn junction
diode. The cause of the spurious oscillations in the doubler is
verified through numerical simulation and an experiment.

The negative resistance effect of a junction diode has been
studied earlier in the 1960s under the topic of parametric
amplification [3]. However, this parametric effect is different
from the work discussed here in the sense that a pump
frequency and a small-amplitude signal frequency are simulta-
neously applied to make the device behave like a time-varying
linear capacitance at the signal frequency. When the current
is permitted to exist at the idler frequency w, — w,, further
mixing occurs and results in a power transfer from the pump
signal to the RF signal which is interpreted as an equivalent
negative resistance.

The prediction of these instabilities is based on the stability
formulation derived through the perturbation approach in
frequency domain, very similar to the approach taken in
[4], [5], but considerably simpler and practical. The stability
analysis is coupled with bifurcation theory and chaos theory to
predict and explain the physical behavior of the doubler under
a parametric variation. This one-parameter stability analysis
can be extended to more than one parameter variation. Multi-
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Fig. 1.

A block diagram view of a microwave doubler circuit.

parameter stability charts provide useful design information
such as stability regions of operation for a frequency doubler
with bias and input power variations. These variations are
likely to occur in practice due to temperature changes, time
delay of other components associated with the doubler, or
manufacturer tolerance. However, the computational effort
required is extensive since the admittance parameters of the
linear subcircuit need to be recalculated everytime a parameter
in the circuit is changed. In this work, a technique called the
piecewise stability analysis has been devised to avoid such
repetetive computations.

We start first by discussing some observations of chaotic
instability in the frequency doubler.

II. OBSERVATION OF CHAOS

The pn junction diode used in the paper is an Alpha
DVA6735-06 silicon varactor diode. The doping profile is
typical of an abrupt junction diode with a doping density/cm?
of 10%! for p* diffused, 10 for n epi-layer and 10'° for n*
substrate.

Chaos has been observed in various low frequency circuits
and mechanical systems [6], Gunn oscillators [7], and mi-
crowave limiters [8]. The path of chaos can be through the
period doubling, period adding, intermittent, or quasi-periodic
routes depending on the system. In the doubler, only the
quasi-periodic route is observed.

Fig. 1 depicts a block diagram of a microwave doubler
circuit. It consists of a low pass filter at 5 GHz, a bandpass
filter at 10 GHz, and a prn junction diode to provide harmonic
generation; the bias and tuning elements are not shown in the
diagram for the sake of clarity. The bias line has a narrowband
RF rejection at the input frequency and, therefore, allows
for perturbation at other frequencies. The input signal to the
doubler is held fixed at 16 dBm and the bias is varied from
—3.0 V to 0.0 V. At the low end of the bias, the doubler
is in normal mode of operation; no bifurcation is displayed.
As the bias level is increased, the doubler exhibits Hopf
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Fig. 2. A spectral portrait of frequency doubler in different states with
increasing bias levels: (a) two-frequency quasi-periodic, (b) three-frequency
quasi-periodic, and (c¢) chaos.
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bifurcation and mixes with the input frequency as depicted
in Fig. 2(a). Increasing the bias level further, the magnitude
of the oscillation increases gradually until it reaches a point
when, suddenly, the regime bifurcates into a three-frequency
quasi-periodic state as shown in Fig. 2(b). The three-frequency
regime, vulnerable to external perturbations, breaks down to
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Fig. 3. A Hopf bifurcation with a hard loss of stability.

chaos as shown in Fig. 2(c). The chaotic state is manifested
by a broadband spectrum around the mixing product spectral
lines. Increasing the bias level further suppresses the chaotic
state allowing the return of the two-frequency quasi-periodic
regime.

The initial loss of stability is brought about in a *soft”
manner; that is, the amplitude of oscillation increases slowly
from the Hopf bifurcation point. The next loss of stability is
brought about in a “hard” manner. The oscillation resulting
from the secondary Hopf bifurcation is not stable and it goes
through a turning point before jumping onto the stable branch
of the oscillation as conceptually elucidiated in Fig. 3 [9]. A
heavy continuous line represents stable stationary solutions,
and a dashed line indicates unstable stationary solutions. A
filled dot at an intersection between lines marks a branch point;
in this case, it is a Hopf bifurcation point. Filled dots on a line
represent stable periodic solutions, whereas transparent dots
stand for unstable periodic solutions. In the diagram, y(t) is
a n-dimensional vector and, for the sake of presenting the
amplitude of oscillation with parametric variation, one maxi-
mum and one minimum of yx(¢) is depicted. To numerically
replicate these experimental observations, an expensive multi-
tone stability -analysis is required and is not pursued in this
work.

A. Explanation of Chaos

Hunt’s [10] explanation of the occurence of chaos in a
simple RLC driven circuit containing a pn junction diode as
its nonlinear element has been confirmed through numerical
computations of state equations [11]. The chaos in his circuit
was preempted by the period doubling route and follows a
classic bifurcation tree pattern, which can be generated through
simple logistic equations. A similar explanation holds for the
chaos we have observed in the microwave doubler, although
here due to a different linear circuitry the chaotic route happens
to be quasi-periodic unlike the period doubling observed in
[10].

The pn junction diode has a finite recombination lifetime.
When the diode ic switched from the forward biased to the
reverse biased mode, it still conducts in the same direction due
to the presence of minority carriers which do not have enough
time to recombine with relative speed of the input signal. This
delay gives rise to a dynamical negative resistance, which
grows with increased bias level. The negative resistance sets
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Fig. 4. A back-to-back two-diode nonbifurcating frequency doubler circuits.

up a regime where Hopf bifurcation occurs. This fact has been
experimentally tested in [12] using fast signal diodes, where
no bifurcation was observed. In addition, it is well known
that doublers based on majority carrier nonlinear devices such
as Schottky barrier diodes do not exhibit bifurcations. The
input signal and the oscillation frequency sets up a two-
frequency quasi-periodic regime. With increased bias level
another Hopf bifurcation follows resulting in a three-frequency
quasi-periodic regime. At this stage, chaos becomes likely
to occur from external perturbations. This fact has been
mathematically proven for generic systems and experimentally
observed by Ruelle and Takens [13]. According to the Ruelle
and Takens scenario, the torus may breakdown to chaos or
may metamorphize to a three-frequency quasi-periodic regime
before chaos depending on the system. In our case, the latter
phenomenon has been observed.

B. Experimental Verification

The chaotic doubler circuit in Fig. 1 was slightly modified
by incorporating an additional diode in a back-to-back series
connected fashion as depicted in Fig. 4. The choice of the
anode or cathode of the diodes facing outward in the back-to-
back structure is not relevant to the experiment and will give
similar results. In this structure one of the diodes stay reverse-
biased all the time. Because of the series connection the
structure is never in the forward biased mode. Consequently,
there is no recombination time delay effect and hence, spurious
oscillations were not observed.

The back-to-back doubler still provides a conversion, but not
as good as a single-diode doubler. The conversion results from
the nonlinearity of the charge or capacitance of the two diodes.
The C-V curves of the two diodes, one forward biased, the
other reverse biased, and their combined effect are shown in
Fig. 5. At the built-in potential, the capacitance of the forward
biased diode approaches infinity due to the closure of the
depletion region. The combined series capacitance becomes
essentially that of the reverse biased diode. At zero volts, the
total capacitance is half that of a single diode. As a result, the
variation of capacitance over a wide range of input voltage is
much smaller which makes the frequency conversion weaker.
Therefore, even though there are no Hopf bifurcations, the
back-to-back structure may not be an optimum choice for
frequency multiplication. The conversion efficiency can be
improved by biasing away from zero volts because of the C-V
asymmetry presented to the input signal.

In the next two sections, the numerical part of the work is
outlined. First, we provide some background information on
the harmonic balance formulation of the circuit.

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 43, NO. 12, DECEMBER 1995

positive
polarity

negative
polarity

back-to-back
diode (thick line)

Fig. 5. The C-V curves of a positive polarity diode, negative polarity diode,
and a series combination of two back-to-back diodes.

III. HARMONIC BALANCE FORMULATION

An arbitrary network consisting of resistive and dynamical
elements, linear or nonlinear, can be broken down by the piece-
wise method [14] into linear and nonlinear subcircuits. This
topology is computationally efficient since in the microwave
realm, the number of nonlinear elements is much less than the
linear part. Consequently, the number of equations are reduced
to the number of nonlinear elements in the circuit, regardless
of the number of nodes. In addition, the information about the
linear network can be stored in the computer in the form of YV
parameters and do not have to be recalculated at every iteration
during the nonlinear analysis. The equations at the junction
of the linear-nonlinear network can be solved in frequeny
or time domain. The time-domain approach provides both
transient and steady-state information unlike the frequency-
domain approach which provides only the latter. However, in
the time domain some distributed circuits such as the radial
stub are nearly impossible to model, especially its dispersive
nature. Moreover, widely separated input frequencies and time
constants pose additional numerical problems.

If the transient information is not as significant to the
designer, then the simplest and computationally inexpensive
method to obtain just the steady-state information is to solve
the equations in the frequency domain. Hence, the information
on the linear network is kept in the frequency domain. Since
the nonlinear network is generally modeled accurately in the
time domain, the data is Fourier transformed and its respective
harmonics are equated with that of the linear network. This
process is repeated continually under a root-finding scheme
until convergence is achieved. This method is known as the
harmonic balance analysis.

To illustrate this analysis, without loss of generality, the
nonlinear network can be represented as a parallel combination
of nonlinear resistor and nonlinear capacitor shown in Fig. 6.
This assumption is reasonable since, for all practical purposes,
a nonlinear inductance is rare in microwave circuits. Moreover,
this nonlinear network happens to be a good representation
of any diode, although the nonlinear capacitance for a Si pn
junction diode is of two types, depletion and diffusion. This
fact is incorporated in the formulation to perform harmonic
balance and stability analysis of the frequency doubler.
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Fig. 6. A typical linear-nonlinear network configuration for multipliers.

The current into the linear network can be stated as the
convolution between the admittance impulse response and the
voltage across the terminal

i=y®u. )

We use the standard convention of employing capital letters to
denote frequency domain quantities and reserve small letters
for time domain quantities. Since the voltage and current
waveforms are periodic, they can be represented by Fourier
series

v(t) = Z Vyedkeot (2a)
%

i) = Ipeltot (2b)
k

where Y, represents summation of & from minus infinity to
plus infinity. The admittance impulse response is an aperiodic
function of time which necessitates the use of Fourier trans-
form to convert to frequency domain. The Fourier transform of
a sum of exponentials in time is a sum of scaled delta functions
shifted in frequency. Consequently, the Fourier transform of
(1) becomes

y®ve Y Y(kwo)- Vi - 6(w — kwo) 3)
k
and the inverse Fourier transform of (3) follows
y®u =y Y(kwp) Vi-e™oh, @)
k

Hence, the harmonic balance equation at the junction A-A in
Fig. 6 can be written in the form of Fourier series in terms of
the kth component as

E(Vk) = Id,k + Ic,k + Y(k‘wo) - Vi ()]

The function Ej is called the error function. A standard
procedure for solving a nonlinear set of equations such as (5)
is through some iterative method. The most efficient method
to-date is the Newton Raphson approach. In this method, we
need to use the Jacobian of (5) which is given by

oF  8l; ~0Q -

—— = — + 0= +7Y. 6
ov. oV av + ©
The bar represents a vector form and the tilda a matrix form.
In essence, (6) is a sum of conductance, capacitive reactance,
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and Y -parameter matrices, respectively. And symbolically, it
can be written, respectively, as

J=G+j-Q-C+VY. @)

In the conductance and capacitive reactance matrices, the
off-diagonal elements parallel to the diagonal are similar in
magnitude but opposite in phase, and the magnitude diminishes
as we travel toward the corners of the matrix. Although, the
above derivation is done in complex domain, this is usually
numerically implemented in real quantities as in Kundert et
al. [15] to reduce memory size requirement and improve the
efficiency of its LU decomposition.

The convergence problems can be considerably alleviated
by the piecewise parametrization in [16] and the newton-
update norm-based damping strategy [17]. Now, we are ready
to formulate the stability equations for a generic practical
microwave circuit.

IV. STABILITY FORMULATION

Starting from Kurokawa’s circuit in [4], it is restructured as
depicted in Fig. 7 to enable the current to be formulated in
terms of admittance parameters as

[Y(w)+Y(A4) V =TIs. (8)

Allowing the nonlinear current to be stated as a nonlinear
function of voltage, we have

Y(w,) V+F(V)=Is. %)

The inverse Fourier transform converts (9) into time domain.
Now if we abandon complete generality and instead use a
practical approach to describe the nonlinear network, it can
be modeled by a parallel combination of a nonlinear resistor
and a nonlinear capacitor as depicted in Fig. 6. Then the
time-domain version of (9) becomes

dg ;
a
To investigate the stability properties of (10), we take a first

order Taylor series expansion of (10) around a steady state
solution vy,

Yy v+iqg+ (10)

. dg(ve + Av
y ® (vg + Av) + ig(vo + Av) + ‘Q(—Og;‘——) =0 D
and equate the steady state terms to zero to obtain
dig d dq
— — = - Ay =0. 12
e A A T (12)

A steady state solution of (10) is a periodic function and can
be represented in terms of a Fourier series

Vo = ZVk '€ka°t.
k

In order to perform stability analysis, the ansatz for (12) can
be chosen to be a growing perturbation of the form

(13)

Av=Re» {AVj €™} e?keot (14)
k
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Fig. 7. Kurokawa’s equivalent circuit for stability analysis.

where s = 0 + jw and ¢ > 0. The above equation is not
a Pourier series, although it may resemble so, but instead it
is a perturbation of the coefficients of the Fourier series in
amplitude and frequency.

Substitution of (14) into (12) leads to a convolution, con-
ductance, and a capacitive-reactance matrix term. The con-
ductance term is

di dl )
% CAY = [Z d‘l;;k . e](k—l)wot} R ;AW . eSt . gllwot
k

= Z ZGk*l . elstaken)t | AV
k

1

15)

and the capacitance term is

d'c . s+jkw
d_i}'A“:ZZ(SJ”kWO)'Ck—l'e( +ikeo)t  AVL (16)
PR

The derivation of the convolution term here uses a different
approach from what has been presented in earlier work [3, 4].
First, we can write the time domain convolution as the inverse
Fourier transform of the Fourier transform of itself

y(t) ® Av = F7LF{y(t) ® Av}].

Substitution of (14) into (17) and noting that the Fourier
transform is a linear function, it follows that

an

Yy Av = Z AV - FUY (w) - F{eletokaot) - (18)
o

The growing exponential in the above equation poses a prob-
lem. The Fourier transform of this type of function cannot
be taken ordinarily since the integrand of the Fourier integral
becomes unbounded [18]. However, by defining the transform
variable to be complex, we can remove this singularity

(19)

w = w1 + jws.

The complex Fourier transform can be expressed by

/OO St eIVt L dt = / elotwa)t  glo—w)tgy — (20)
The integrand blows up unless we set wy = —o, which implies
that the value of the integral is mapped onto a point in the

complex plane in the frequency domain
F{e"} = 6(w1 —w +j(wa + 0)). @1

When taking the inverse Fourier transform the contour is taken
along the w; axis with an wy = —o offset on the imaginary
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axis as shown in Fig. 8. Hence, we can define the inverse

Fourier transform to be
F 6w + jwy —w+ jo)} = et (22)

Hence, it follows that Y(w) evaluated at the location of delta
function is

y®Av =Y (kwy — js) - Y AV - eleTokeolt 0 (23)
k

Substitution of (13), (14), and (23) into (12) leads to

> [Grot + (54 Q) - Crmt + Y (Qy — js)]

P
X AV}, - elsTrkwo)t — 24
where
Q= kwy, fork=1
7Y 0 otherwise [

The above equation is a multiplication of a discrete value
matrix with an exponential function varying continuously in
time. In order for (24) to hold for all time it is necessary for
the discrete part to be zero. Therefore, in the matrix notation
form, it follows that

G+ (s+Q)-C+Y(Q—js)] - AV = Jg-AV =0. (25)

This is a generalized eigenvalue equation similar to Rizzoli’s
formulation except for its simplicity and practicality, and
unlike in Kurokawa’s case can be directly subjected to a
Nyquist stability criterion and applicable to large signals. The
terms inside the square brackets are alike that of the Jacobian
of the harmonic balance except for the inclusion of the ‘s’
variable; hence, it's called here the Stability Jacobian and is
represented by js.

In order to circumvent the difficulty of finding the eigen-
values, Kurokawa [4] and Rizzoli et al. [5] chose to use the
Nyquist approach to extract the stability properties of the
system. Following the same approach the determinant of Jg
is plotted from [0, oo]. The linear network is assumed to be
a passive dissipative network. Hence, its admittance function
does not have any poles on the imaginary axis. And due to
the absence of nonlinear inductors in the formulation, det(Js)
cannot have any poles other than only one at infinity.

The number of zeros on the imaginary axis can be found
directly from the plot of det(Js). However, the existence
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of zero is physically and numerically impossible. A zero
implies that the eigenvalue is a nonhyperbolic point and,
hence, nongeneric. Hence, it will degenerate to a hyperbolic
point either on the LHS or RHS of the s-plane under a
small perturbation. The source of perturbation in a physical
system can be from a noise source or, numerically, appear as
round-off and truncation errors. As a result the existence of
a zero determinant is numerically impossible and physically
unobservable. However, if a zero is to exist the Jacobian will
become singular and not numerically converge. It follows then
that this zero will be numerically difficult to find unless a
specific algorithm is set up to detect changes in the condition
number of the Jacobian. Thus, if the Jacobian can be taken,
the contribution of zeros to the number of encirclements can
be discounted. The periodic property of det(Js) with respect
to s = jw for large number of harmonics is derived in
[5]. Following [5], the det(fs) is modified by a factor of
exp(—ms/wp) to remove the singularity at infinity. Moreover,
because of its conjugacy and its periodic properties for large
number of harmonics, the det(.Js) needs to be plotted only
in the range [0, wo/2] to extract the stability information. The
criterion for instability then becomes simply

No = Z = stable if and only if Ny =0 (26)
where Ny is the total number of encirclements of the origin,
and Z is the number of unstable zeros on the right-hand plane
(RHP) of the s-plane.

Fig. 9 depicts the theoretical and experimental curves of
the output power of the frequency doubler at 10 GHz with
the bias level held fixed at —2.0 V. The experimental Hopf
bifurcation point observed at the input power level of 11 dBm
confirms well with the theoretical estimate of 10.4 dBm. At the
bifurcation point, a pair of zeros crosses over the imaginary
axis to the RHP. However, the magnitude of the self-oscillation
is very small. At this input power level, a second pair of
zeros crosses over to the RHP and the magnitude of the multi-
tone spectral lines increases dramatically. The measured output
power becomes considerably higher than the calculated curve.
A likely cause is that the negative resistance of the diode
increases and acts as a parametric amplifier to the input signal.
Since this is not taken into account in this single-tone analysis,
the experimental curve is higher than the numerical curve.
To construct the numerical curve accurately, it is necessary
to resort to a complete multi-tone harmonic balance analysis.
This is especially true close to the 12 dBm point since the
mixing products become considerably larger.

A. Numerical Verification

The primary Hopf bifurcation can be predicted based on
a single tone stability analysis as described in Section II.
To determine if the cause of Hopf bifurcation is due to
the recombination time delay, the diffusion capacitance was
modeled explicitly in terms of the minority carrier lifetime, 7,
of the diode as

@7
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Fig. 9. Theoretical and measured output power of doubler and location of
Hopf bifurcation point with input power variation.

where the current I(v) is given by the familiar Shockley diode
equation. According to the manufacturer specifications of the
diode (Alpha DVA6735), 7 is about 10 ns. With this value
the predicted bifurcation point is about 1-1.5 dB off from the
experimental result as mentioned earlier, where the bifurcation
parameter used is the input power level. This discrepancy is
acceptable since quasi-static models used in simulating the lin-
ear part of the circuit have limited accuracy bandwidth. When
this delay is made negligibly small, for example 7 = 6 ps,
no numerical Hopf bifurcation appears. This is because very
little charge is stored in 3/100th period of the input signal,
T (f = 5 GHz). When the delay is made bigger to about
3/10T, then Hopf bifurcation registers, although at a higher
bifurcation parameter value. As the delay is made closer to
its norm of 10 ns the occurence of Hopf bifurcations registers
closer to the experimentally observed value. No change in the
Hopf point was observed if the delay was changed by a factor
of 10 about its norm; hence, the predicted Hopf point is quite
stable within manufacturer tolerances of the delay. Thus, the
dependence of Hopf bifurcation on the minority carrier lifetime
of the junction diode is clear from the above numerical results.
Furthermore, this single-tone stability analysis can still be used
for further increment of input power or bias level to detect a
secondary Hopf bifurcation, even after the initial one. This is
valid only in this case, since it is apriori known experimentally
that the spurious tones were about 40 dB below the 10 GHz
spectral output and, therefore, can be neglected; hence, a multi-
tone analysis is not required. Numerically and experimentally,
a secondary Hopf bifurcation occurs within 1.2 dB increase
in the input power level (bifurcation parameter) showing that
the system does bifurcate into a three-frequency quasi-periodic
regime. In [13], it has been theoretically and experimentally
proven that when a system enters a three-frequency quasi-
periodic regime it has the potential to disintegrate to chaos.
In chaos literature, it has been numerically shown to occur
for three-order autonomous circuits [19], but to prove its
occurence in complex circuits such as the frequency doubler
is difficult and has not yet been done. Hence, the best we have
numerically achieved is to determine when the system goes
into a three-frequency regime.

B. Piecewise Stability Analysis

The piecewise topology is essentially a division of an arbi-
trary circuit into linear and nonlinear subcircuits. This network
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Fig. 10. The piecewise stability analysis concept for multi-parameter bifur-
cation analysis.

structure reduces the number of equations considerably in the
case of fewer nonlinear elements which is a norm in practical
microwave circuits. The same piecewise idea is implemented
in this paper for multiparameter stability analysis; however,
this time it is for a different purpose. For a microwave
engineer, it is desirable to have a global stability chart for all
kinds of parametric variation such as the input power, the bias
level, the load, and the tuning stub of the circuit. For example,
if a global stability analysis based on the load variation is to
be carried out, it would be necessary to recalculate the Y-
parameters of the linear circuit everytime the load conditions
are changed. The frequencies for which the Y -parameters need
to be calculated are given by [w + €] set where w is in
the range [0,wp/2] and Q is a vector of £K harmonics of
the fundamental, wy. Numerically, the number of points for
the range [0,wp/2] will vary depending on the nonlinearity
and the narrowband characteristics of the circuit. Thus, it is
obvious that a considerable amount of computational time
can be saved if the recalculation of the Y -parameters for the
frequency set is avoided. The achievable speed-up depends
on the size of the Y-matrix and the number of bifurcation
parameters.

The PSA concept follows [14]. However, the partitioning
strategy of an arbitrary circuit discussed here is not restricted
to nonlinear subcircuits, but extended as well to parametric
subcircuits. The diagram in Fig. 10 describes this concept
through an example. The input power, bias, and the load
are chosen as representative parameters for which a global
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Fig. 11. A 2-parameter global stability analysis of microwave doubler for

input signal power and bias variation.

stability analysis may be desired. These parameters are then
extracted from the linear subcircuit and placed into individual
subcircuits. The resulting topology is a 4-port network instead
of a 1-port network. If we identify port 4 as load, port 3 as
the input signal, and port 2 as the bias, a harmonic balance
equation can be written at port 1

Inu=6L={Yu~-C-Yu}Vi+{Yi2 - C Yo}V
+{Y13C - Yy3}V3 (28)
where Iyp, is the current through the nonlinear element(s) of
a single nonlinear device, Y,, is a matrix corresponding to ij
ports of the linear network, and
C= Y14ZL{j + 1744}7[/}_1. (29)
If we apply the Newton-Raphson method, we need the Jaco-
bian of (1) which is of the form
J=Jxe— (Y11= C-Ya). (30)
The PSA concept was used to conduct a 2-parameter stability
analysis of the doubler; the two parameters being the input
power and the bias level.

In order to numerically obtain the 2-parameter bifurcation
diagram, the circuit is separated into three ports consisting
of the RF source, the bias source, and the nonlinear element,
respectively. Further reduction of the network size comes from
placing the bias and the RF source into one source vector as
Vs = [Vbe, V0,0, ..., 0]. As a result, the network size is now
reduced by one dimension to a 2-port network. This 2-port
network is simulated using MDS [20] and the Y -parameters
obtained.

Fig. 11 plots the input power and bias levels for which
Hopf bifurcation occurs. The theoretical and experimental
bifurcation diagram are close to within 1-1.5 dB of input
power level. This slight discrepancy could be due to inaccurate
modeling of the passive elements at higher frequencies since
quasi-static models in [20] were used. The linear characteristic
of the curve in the bifurcation diagram is explained as follows.
A dynamical negative resistance is set up whenever the diode
is forward biased. Since the forward bias voltage is the sum of
the bias and the sinusoidal source voltage, the two bifurcation
parameters essentially behave as one. Hence, their relationship
is linear.
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Fig. 12. A realization of the microwave frequency doubler circuit.

V. FREQUENCY DOUBLER DESIGN

The design of the doubler follows [1]. The data for the
pn junction varactor Alpha DVA6735 used in our frequency
doubler has the following parameters: Cjq = 0.375 pF, ¢ =
052V, V, =-300V,vy=0.5, and R, = 2.1 . The series
resistance, Ry, is found from the cutoff frequency specified
on the data sheet.

The matching networks are designed to be noninteracting.
That is, the input matching network is designed to manifest an
infinite impedance at the output frequency and vice versa to
avoid RF signal leakage through the other port. Doublers are
generally high-Q device and is difficult to achieve wideband
operation. The matching network at the input is a lowpass
filter and at the output is a bandpass filter with necessary tuning
stubs on either port to achieve matching. The ends of the filters
close to the diode are adjusted with a 50 {2 transmission line
so that the impedance presented to the diode at their respective
unwanted frequency is very high.

The two filters are mounted on separate brass blocks for
rigidity and assembled together with the diode piece in the
middle as depicted in Fig. 12. Two bond wires connect the
diode to the two filters. The bond wires are quite long because
the height of the diode is high. The bond wires should be as
wide and thick and as short as possible to prevent radiation
loss. One way of reducing the length of the bond wire is to
lower the middle piece of brass block so that the head of the
diode is aligned with the level of the microstrip. This can
reduce the loss by as much as 2 dB.

A significant part in the large signal design of a varactor
frequency doubler is to chart the instabilities of the circuit
due to the bias and input power level variations. The bias
and input power level conceptually are the same parameter
that causes instabilities. It has been observed experimentally
and numerically that as the combined level of the bias and
the instantaneous RF input voltage level increases beyond a
critical point, spurious oscillations occur. To counter these
instabilitics and yet still have high output power, the biag level
can be set at a very low level (not beyond breakdown voltage)
so that the input power can be high without resulting in any
loss of stability.

The lowest conversion loss achieved was about 4.7 dB at
4.78 GHz input frequency. This value is reasonable consider-
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ing the loss in the series resistance of the diode at all harmonics
(recall that there-are no idlers), through radiation from the

circuit at 10 GHz, and in connectors.

The performance of a doubler can be enhanced by using
faster varactor diodes (this has an inherent physical limita-
tion), or majority carrier devices such as Schottky barrier or
heterostructure diodes.

VI. CONCLUSION

We have predicted the arrival of spurious oscillation which
leads to chaos in a doubler using the Hopf bifurcation concept
and have confirmed experimentally the validity of our formu-
lation to 1.5 dB. This finding helps the designer to locate the
instabilities in the circuit for parametric variations such as the
input power and the bias level.

The stability formulation presented in this work is simple,
accurate and quite general to be used in all practical microwave
circuits. The derivation is rigorous and uses the “complex”
Fourier transform to achieve the same result obtained through
intuitive mathematical treatment in previous work.

We have characterized the spurious oscillation in the mi-
crowave doubler circuit to be a quasi-periodic route to chaos as
the system parameter (input power or bias level) is varied. The
cause of the onset of this oscillation has been experimentally
verified with a modified doubler circuit that does not exhibit
bifurcation. In addition, the onset has been verified with the
numerical simulation of the recombination delay parameter.
The quasi-periodic path to chaos has also been numerically
verified through a single-tone stability analysis.

Finally, the development of the piecewise stability analysis
(PSA) technique allows the reduction of considerable compu-
tation time for performing multi-parameter stability analysis.
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